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Abstract—Metaverse encapsulates our expectations of the next-
generation Internet, while bringing new key performance in-
dicators (KPIs). Although conventional ultra-reliable and low-
latency communications (URLLC) can satisfy objective KPIs, it
is difficult to provide a personalized immersive experience that
is a distinctive feature of the Metaverse. Since the quality of
experience (QoE) can be regarded as a comprehensive KPI,
the URLLC is evolved towards the next generation URLLC
(xURLLC) with a personalized resource allocation scheme to
achieve higher QoE. To deploy Metaverse xURLLC services, we
study the interaction between the Metaverse service provider
(MSP) and the network infrastructure provider (InP), and
provide an optimal contract design framework. Specifically, the
utility of the MSP, defined as a function of Metaverse users’
QoE, is to be maximized, while ensuring the incentives of the InP.
To model the QoE mathematically, we propose a novel metric
named Meta-Immersion that incorporates both the objective
KPIs and subjective feelings of Metaverse users. Furthermore, we
develop an attention-aware rendering capacity allocation scheme
to improve QoE in xURLLC. Using a user-object-attention level
dataset, we validate that the xURLLC can achieve an average of
20.1% QoE improvement compared to the conventional URLLC
with a uniform resource allocation scheme.

Index Terms—Attention-aware, Metaverse, resource allocation,
contract theory, xURLLC

I. INTRODUCTION

INITIALLY, as a concept in fiction [1], Metaverse holds
people’s aspirations for the future world. The deployment

of Metaverse services relies on the rapid advances of wireless
communication technologies. For example, Terahertz commu-
nications provide high data rate and low latency, and multiple-
input multiple-output (MIMO) technology further enhances
the reliability of communications. These promising techniques
help to support key service areas in the fifth-generation (5G)
network architecture such as massive machine-type commu-
nications, enhanced mobile broadband, and ultra-reliable low-
latency communications (URLLC) [2]–[4], thereby providing
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the technical basis for the implementation of Metaverse ser-
vices. In particular, URLLC has great potential to support a
series of significant Metaverse services based on graphical
techniques such as virtual reality (VR) and augmented reality
(AR), e.g., virtual traveling and meeting [5]. The reason is
that these services require reliable transmission of user-object
interactions and low latency delivery of virtual object data.

However, the emergence of Metaverse services and appli-
cations brings new key performance indicator (KPI) require-
ments that are different from those in the conventional URLLC
services. Specifically, to provide users with an immersive
experience in a deeply interactive environment of virtual
and real worlds, graphical technology-enabled next-generation
Internet services should have the ability to bring users person-
alized stimulation of various sense information. The “user-
centric” requirement is difficult to be achieved solely by the
conventional URLLC that mainly focuses on objective KPIs
such as data rate and outage probability. This leads to the
presentation of the next generation URLLC (xURLLC) [6] to
fully consider the users’ subjective feelings.

Therefore, novel yet sophisticated Metaverse xURLLC ser-
vices need personalized service design, real-time interaction,
and energy efficiency network availability, which places great
demands on access technologies and novel user-centric re-
source allocation schemes [7]–[9]. For example, Metaverse
xURLLC services, e.g., AR game, should ensure high quality
in environment sensing, data transmission, and personalized
graphic rendering to provide users an excellent feeling of
immersion. To consider comprehensively the above multiple
technical indicates and user feelings, we model the QoE to
encompass significant KPIs in Metaverse xURLLC services,
and take QoE as the service design goal.

To maximize QoE, we need to personalize the design
of the resource allocation scheme according to the users’
interest difference. This idea is also inspired by the recent
successes in semantic communications [10]. By extracting
and processing the semantic information from the data to
be transmitted, several service KPIs can be greatly improved
under the same resource constraints. The reason is that more
transmission resources can be allocated to the data related to
the tasks. In Metaverse xURLLC services such as virtual trav-
eling, meeting, and sports, the task of the Metaverse service
provider (MSP) could be providing users excellent Metaverse
immersion experiences. Thus, by analyzing and predicting
users’ interests, we can allocate more network resources, e.g.,
rendering capacity, to virtual objects in which users will pay
more attention, just as we allocate more transmission resources
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Fig. 1. Structure and main contributions of this paper. Part I shows the system model. Part II shows the ideas of QoE formulation and algorithms design.
Part III shows that the Meta-Immersion of 30 users under three different resource allocation schemes, i.e., random, uniform (in conventional URLLC without
considering the attention differences among users), attention-aware rendering capacity allocation (in xURLLC), and the upper-bound obtained from the ground
truth. Part IV shows the Meta-Immersion versus the payment from the MSP to the network infrastructure provider (InP) for unit QoE value, uM , and the
fixed payment from the MSP for using the hardware infrastructures, Fs.

to the task-related data in semantic communications. Here
we use the term “user-object-attention value” to express the
user’s interest in the virtual object. To implement the above
Metaverse xURLLC service scheme, the following questions
needs to be answered:

Q1) How to implement the designed Metaverse xURLLC
service scheme in the practical service market?

Q2) How to quantify QoE using representative KPIs and
reflect the differences in user-object-attention values?

Q3) How can the MSP predict user attention values to virtual
objects for resource allocation algorithm design?

To fill the aforementioned research gaps, we study the service
market among the MSP, Metaverse users, and the InP, as
shown in Fig. 1 (Part I). Because the Metaverse services are
emerging businesses, the InP gains new opportunities to sell
network resources to the MSP. From the MSP’s perspective, it
“employs” the InP to provide virtual services to users. There-
fore, a qualified mechanism should be designed to reward the

InP comprehensively for driving the InP’s incentives to take
actions. Specifically, to maximize the utility of the MSP and
ensure the InP agrees with the incentive scheme, we have to
consider the incentive compatible (IC) constraint [11], which
means that the InP provides the optimal amount of resources
to maximize its own utility, and the individual rationality (IR)
constraint [11], which means that the utility of the InP is larger
than a threshold. To this end, contract theory can be a suitable
solution for the incentive scheme design problem [12].

Therefore, we aim to design an MSP-InP contract1 that
weighs the InP’s contributions by the QoE and maximizes the
utility of the MSP. The main contributions of this paper are
summarized as follows:

• We introduce a new xURLCC service framework for

1We focus on the contract design between one MSP and one InP [11], [12].
For the multiple InPs case, because the MSP can assign different services to
different InPs, it is still an one-to-one contract design problem [12]. The case
that multiple InPs compete one Metaverse service is left to future work.
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Metaverse. By analyzing the physical edge network and
the service market between the MSP and the InP, we
propose a contract theory-based framework that takes
both multidimensional network resources and the QoE
into account. The utility of the MSP is maximized under
the service market constraints while ensuring that the
InP obtains a satisfactory incentive to participate in the
contract (for Q1).

• For the proposed framework, we then design a novel
metric named Meta-Immersion (MI) to model the QoE
from the perspective of Metaverse users. By using the
psychological Weber–Fechner Law, MI includes both
objective service quality and subjective feelings of users.
We then derive the closed-form expression for MI in the
wireless MIMO network (for Q2).

• With the MI metric, we further propose an attention-
aware rendering capacity allocation algorithm to achieve
xURLLC, which can predict users’ attention to all virtual
objects through the historical sparse user-object-attention
records and then allocate resources optimally (for Q3).

• To facilitate the quantification of QoE in a Metaverse con-
text, we analyze the user-object-attention level (UOAL)
dataset [13] that contains the attention values of 30 users
to 96 objects. Using UOAL, we validate that the proposed
xURLLC attention-aware allocation scheme can improve
the QoE averagely by 20.1% compared to the con-
ventional URLLC with the uniform resource allocation
scheme. A higher percentage of QoE improvement, e.g.,
40%, is achieved when the total resources for Metaverse
xURLLC services are limited.

The structure of this paper is shown in Fig. 1. Section II
reviews the related work in the literature. In Section III,
we introduce the system model, which contains the wireless
MIMO network and the service models. In Section IV, the
QoE metric, i.e., MI, is formulated and the attention-aware
resource allocation algorithms are proposed to achieve the
xURLLC. In Section V, we derive the closed-form MI and
obtain the contract solution. Section VI shows the effectiveness
of our proposed schemes. Section VII concludes this paper.

II. RELATED WORK

This section provides a brief review of the related work on
the user-object-attention mechanism, VR, and contract theory
in the service market.

A. User-Object-Attention Mechanism

Eye-movements, the reliable mirror of attention allocation,
are second nature of humans [14]. The authors in [15] find
that, in the free-viewing of natural scenes, fixation duration
is dependent mainly on attention ratings. Thanks to recent
development in the field of head-mounted displays (HMDs)
and computer graphics, pervasive eye trackers can be used
easily to collect eye movement data [16]–[18]. A large amount
of eye movement data is indeed useful for the personalized
service design [16]. In general, it has been shown that the
eye movement data can be employed for the assessment of
situational attention [16], detection of personality traits [17],

and activity recognition even in challenging daily tasks [18].
Thus, the user-object-attention values can be obtained from eye
movement records and help us make better use of rendering
resources to achieve the xURLLC.

B. Virtual Reality

As one of the most significant enablers of 6G communica-
tions, VR demonstrates great potential as a key technology to
access the virtual world, e.g., Metaverse [3]. With the rise
of consumer-level VR devices, and especially HMDs with
lower graphical compute capabilities, one obstacle, which is
hard to be solved in conventional URLLC, is to achieve high
virtual object quality at a low cost. To solve this problem,
the authors in [19] optimize video streaming with the help of
eye-tracking. A hidden Markov model is used to predict the
user’s gaze region that is then encoded in higher quality than
the rest. It is shown that 29% bitrate savings can be achieved
without the users reporting quality degradation. Similarly, the
authors in [20] adopt the virtual content in real-time according
to the user’s gaze. However, allocating resources based on
user gaze behavior requires real-time computing and ignores
the interest of users, i.e., attention to virtual objects. Thus,
a better option is to allocate rendering capacity, e.g., in the
form of resolution, based on the user’s attention to different
virtual objects. In fact, some literature discusses the adaptive
resolution method in VR. A mechanism that can adjust the VR
resolution according to task complexity is proposed in [21].
Moreover, the authors in [22] discuss the adaptive resolution-
based trade-offs for energy-efficient visual computing systems.

C. Contract Theory

Contract theory has been widely used in wireless net-
works [23]. To the best of our knowledge, the authors in
[24] first apply contract theory to the spectrum sharing prob-
lem. Since then, the contract theory is used in a growing
number of problems, e.g., D2D communications [25], data
transactions [25], and energy management [26]. The book
[11] studies and summarizes the use of contract theory in
wireless networks, and discusses the multi-contract design and
the one-to-one contract optimization between two entities. The
latter is used as the incentive mechanism in crowd-sourcing to
maximize the utility of the principal while providing the users
continuous incentives [12]. However, the cooperation patterns
are impacted by the recent development of wireless networks,
in which multiple resources can be used [27]. Furthermore, the
optimal contract design is decided by the QoE. The contract
design between the MSP and the InP of the wireless network
has not been fully investigated.

Inspired by these existing works, we apply contract theory
to study the cooperation between the MSP and the InP in
the Metaverse service market, and design an attention-aware
resource allocation scheme to maximize the QoE.

III. SYSTEM MODEL

With the help of wireless network infrastructures owned by
the InP, the MSP can rapidly deploy Metaverse applications
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and services to improve the QoE of users. We consider one of
the basic Metaverse xURLLC services: Providing users with
virtual immersion experiences, such as virtual traveling and
meeting [28]. In this kind of services, there are several options
for users, e.g., different virtual traveling scenarios. In this
section, we first present the wireless network for Metaverse
xURLLC services, and then discuss the service market model
between the MSP and the InP.

A. Wireless Network Model
In wireless MIMO networks, multiple antennas are adopted

at both the transmitter and receivers to obtain considerable ar-
ray gains and improve the channel quality. As shown in Fig. 1
(Part I), we consider that a multi-antenna cloudlet-enabled base
station (CBSs) can use the wireless communication resources,
i.e., transmit power and bandwidth, to interact with the edge
devices. Multi-antenna edge devices, such as rendering servers
(RSs), receive the downlink virtual object data and render
objects for users.

Wireless environments have a significant impact on Meta-
verse xURLLC service quality. Strong small-scale fading and
severe interference from other co-channel users cause the
InP to use more resources to maintain the same QoE than
when the wireless environment is favorable. Here we focus
on the wireless connections between CBSs and RSs. Because
the RS can be placed in the user’s home or integrated into
the HMD, we consider one RS serves one user [29]. With
the network parameters shown in Table I, we express the
probability density function (PDF) of the signal-to-interference
ratio (SIR) under the interference-limited scenario for the kth
(k = 1, . . . ,MU ) user as [30]

fγk
(γ)=

Λk(γΛk)
MCMU−1

B(MCMU ,MCNQ)(1+γΛk)
MCMU+MCNQ

, (1)

where
Λk ≜

Pk,qµk,q

MCζkD
−αk

k P
(D)
k µk

, (2)

ζk = E [λmax] /E

min{MC ,MU}∑
i=1

λi

 , (3)

λi (i = 1, . . . ,min {MC ,MU}) are the non-zero eigenvalues
of the matrix HH

k Hk, λmax is the largest eigenvalue, E [·]
represents statistical expectation, and B(·, ·) is the Beta func-
tion [31, eq. (8.384.1)]. With the help of (1), we mathemati-
cally analyze the objective service KPIs in Section IV-A which
impact the QoE of Metaverse users and the utilities of the InP
and the MSP.

The wireless network architecture leads to a new market
value chain comprising the InP, the MSP, and users. The InP’s
input of physical infrastructures, computing, and communi-
cation resources helps the MSP deploy Metaverse xURLLC
services to users, and the MSP needs to pay the InP.

B. Service Market Model
We study the contract theory-based payment plan in this

section. The utilities of the InP and the MSP are formulated
respectively, by considering the QoE of Metaverse users.

TABLE I
WIRELESS COMMUNICATIONS NETWORK PARAMETERS.

Notation Network Parameter
MC Number of antennas in CBS
MU Number of antennas in RS
NU Number of Metaverse users

NQ
Number of co-channel

interference paths

Dk
Transmission distance between

the jth CBS and kth user

αk
Path loss exponent between
the jth CBS and kth user

P
(D)
k

Downlink transmit power
Pk,q Interference power

Hk ∈ CMU×MC
Channel between the kth user

and the jth CBS

µk
Rayleigh channel coefficient

of data links

µk,q
Rayleigh channel coefficient

of interference links

Fig. 2. A contract theory-based Metaverse xURLLC service market with
multi-dimension resources and the QoE-based payment.

1) Payment Plan: To realize the full potential of the
wireless network, an appropriate payment plan is required,
which allows all stakeholders and Metaverse xURLLC service
users to benefit from the cooperation. We propose a contract
theory-based payment plan, in which the InP receives the fee
from the MSP according to the computing and communication
resources that the InP provides and the QoE of MSP’s users.
Thus, the revenue function of the InP can be expressed as

IInP = Fs + uM

NU∑
i=1

Mi, (4)

where Fs is the fixed payment from the MSP for using the
hardware infrastructures, uM is the fee for unit QoE value,
and Mi is the value of the quantified QoE of ith Metaverse
user. Note that Mi is determined by various resources of the
InP as well as by the user’s personalized subjective parameters,
which is discussed in detail in Section IV-A.

2) Utility of the InP: As shown in Fig. 2, the InP invests
multidimensional network resources, i.e., downlink transmit
power P

(D)
k , downlink bandwidth Bk, uplink transmit power
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P
(U)
k , and rendering capacity P

(R)
k , which are denoted by

Θ =
(
P

(D)
k , Bk, P

(U)
k , P

(R)
k

)
. (5)

Then, the InP’s cost is defined in a quadratic form as
∥uΘ ⊙Θ∥2, where ⊙ means the Hadamard product [32],
uΘ =

(√
u1θ, . . . ,

√
uNθθ

)
, and uiθ is the cost for the ith

unit resource [11]. These resources impact the KPIs of the
Metaverse xURLLC services. Here we study three types of
KPIs, i.e., downlink rate R

(D)
k , uplink bit error probability

(BEP) E
(U)
k , and subjective service experience Xk, which are

denoted by
Ψ =

(
R

(D)
k , E

(U)
k , Xk

)
. (6)

Note that Xk indicates the subjective feeling of users towards
xURLLC service that is discuss in Section IV-A. R

(D)
k and

E
(U)
k are objective conventional URLLC KPIs that are consid-

ered due to the following two facts:

• The VR data delivery requires high downlink data rate to
ensure low latency.

• For the uplink, the data amount is not large, but small
error bit probability should be ensured to achieve accurate
user-object interactions [33].

The Metaverse xURLLC service is an emerging business
with uncertainty, which may lead to the situation that the
InP is not certain to be profitable from cooperation with the
MSP. Specifically, the demands of users depend highly on
socio-economic factors such as the popularity of the MSP
among their friends [34]. This motivates us to consider the
user risk preference [35] in the InP utility. A measure of risk
aversion that is commonly used in financial economics is the
Arrow–Pratt measure of relative risk aversion (RRA) [35], as

RRA = −U
′′

InP (WInP)

U
′
InP (WInP)

WInP, (7)

where
WInP ≜ IInP − ∥uΘ ⊙Θ∥2, (8)

is the difference between the revenue and cost, and
UInP (WInP) is the utility of the InP. The RRA measures the
degree of risk aversion of the InP under consideration, where
a larger RRA means more risk aversion. Here we consider that
the InP has constant relative risk aversion (CRRA) preferences
for the Metaverse services. Then, a common utility function
in economics with CRRA is the power utility as [35]

UInP (WInP) =
WInP

1−τ

1− τ
, (9)

where τ is the value of RRA when substituting (9) into
(7). Typically, the contract between the MSP and the InP is
designed to ensure that the utility of the InP is larger than a
certain threshold. Thus, we consider 0 ≤ τ < 1. Note that,
for τ = 0, we can rewrite (9) as UInP (WInP) = WInP, which
means that the preference of the InP shows risk neutrality.

3) Utility of MSP: Since the MSP is typically a well-
established business, e.g., Facebook, and is more tolerant to
the uncertainties, we consider that the MSP is risk neutral, and

express the utility of the MSP as

UMSP =

NU∑
i=1

(ωUi + µUiMi)− IInP, (10)

where ωUi represents the basic fee paid by the ith user for
access to Metaverse, and µUi denotes the additional fee of
virtual services, e.g., the user pays for the high-quality access
service to obtain higher QoE [36].

Remark 1. We observe that the utilities of both InP and MSP
increase if the QoE of Metaverse users can be increased under
the same resource investment. The reason is that the InP can
gain more payments at the same amount of resources cost, and
the MSP can attract more users by providing higher QoE.

As such, we now analyze the QoE from the rendering
quality perspective, i.e., Xk in (6) denotes the rendering quality
that users perceive. In Metaverse, through VR access, a user
will perceive and put attention to different displayed objects
differently. For example, the user may have more attention
to persons’ avatars rather than a table in a virtual meeting.
Thus, it is more efficient to use higher rendering capacity
on objects of greater interest to the user. To facilitate such
resource allocation, we predict the user’s attention to objects to
be displayed in Section IV, using the sparse historical records
of objects seen by the user before.

4) Optimal Contract Design: Combing (9), (10), (4), and
(8), we can express the utility functions of the MSP and the
InP as

UMSP (Θ, Fs, uM )=

NU∑
i=1

(ωUi+(µUi−uM )Mi)−Fs, (11)

and

UInP(Θ,Fs,uM)=
1

1−τ

(
Fs+ uM

NU∑
i=1

Mi− ∥uΘΘ∥2
)1−τ

,

(12)
respectively. The contract provided by the MSP includes
two items, i.e., {Fs, uM}. To design the optimal contract,
we formulate the MSP’s utility maximization problem while
providing the InP with the necessary incentives to agree on the
contract. The optimization problem can be expressed as [12]

max
Θ,Fs,uM

UMSP (Θ, Fs, uM )

s.t.

{
Θ∗ ∈ argmax

Θ
UInP (Θ, Fs, uM ) ,

UInP (Θ∗, Fs, uM ) ≥ U InP
th ,

(13)

where the first constraint is the IC constraint [11], i.e., P (D)
k

∗
,

Bk
∗, P (U)

k

∗
, and P

(R)
k

∗
is set to maximize its own utility. The

second is the IR constraint [11] with a utility threshold U InP
th .

This contract design problem can be viewed as a leader-
follower game model, which can be easily solved if we know
the value of Θ under each {Fs, uM} [37]. Here, Θ is designed
to maximize the utility of the InP, which is equivalent to
maximizing Mi. Thus, we need to obtain the closed-form
expression for the QoE of the ith user (Q2 in Section I),
i.e., Mi, and an optimal resource allocation scheme that
maximizes Mi to provide high-quality Metaverse xURLLC
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Fig. 3. A novel performance metric in Metaverse: Meta-Immersion, and corre-
sponding experience factors, service indicators, and KPIs, a.k.a., performance
measures.

services (Q3 in Section I).

IV. ATTENTION-AWARE RESOURCE ALLOCATION

In this section, we propose a novel metric termed MI using
the Weber-Fechner Law [38], to model the user’s QoE in Meta-
verse xURLLC service. To help the InP make effective use of
resources, we propose a two-step attention-aware rendering
capacity allocation algorithm.

A. QoE Analysis for Metaverse xURLLC Services
In the Metaverse service, three feelings, i.e., the feeling

of presence, feeling of interaction, and feeling of pleasure,
are important to the users’ engagement [39]. As shown in
Fig. 3, to quantify these feelings and corresponding service
indicators, we consider three KPIs, i.e., downlink rate R

(D)
k ,

uplink BEP E
(U)
k , and subjective service experience, to present

the formulation of the QoE.
Note that downlink rate and uplink BEP are objective

KPIs in conventional URLLC that impact the interaction
between the physical and virtual worlds, and the subjective
service experience indicates the perceived quality of Metaverse
service. For Metaverse xURLLC service studied in this paper,
e.g., virtual traveling, we consider that the subjective service
experience is decided by the rendering quality. Thus, let P (R)

n,k

denote the rendering capacity and NOk denote the number
of virtual objects that the kth user sees in one service. The
subjective service experience is a function of P

(R)
n,k and NOk.

To establish the relationship between the network per-
formance and the subjective experience, we use the We-
ber–Fechner Law to derive the QoE, i.e., MI. The differential
of the MI of the kth user can be expressed as [40]–[42]

dMk = T
(
R

(D)
k

)
T
(
1− E

(U)
k

)NOk∑
n=1

Kn,k

dP
(R)
n,k

P
(R)
n,k

, (14)

where Kn,k is the user-object-attention value, which is a
constant determined by users’ physiological mechanism and
subjective attention. The function T (·) is used to eliminate
the effect of the magnitudes [43], which is defined as

T (t) =
t− tmin

tmax − tmin
, (15)

i

s
u s

Fig. 4. The working principle of attention-aware user-object-attention values
prediction.

where tmin is the minimal threshold, tmax is the maximal value
that InP can provide. From (14), we can observe that, unlike
traditional psychological models, the stimulus perceived by
the user is from Metaverse, and the transformation from the
stimulus to the user’s subjective feelings is influenced by the
interaction between the virtual and the real worlds.

By solving (14), we obtain the MI for the kth user as

Mk = T
(
R

(D)
k

)
T
(
1− E

(U)
k

)NOk∑
n=1

Kn,k ln

(
P

(R)
n,k

P
(R)
th

)
, (16)

where P
(R)
th is the minimal rendering capacity threshold, e.g.,

the resolution that is set for the object with the lowest attention.

Remark 2. In conventional URLLC, the goal of network ser-
vice design is to achieve higher downlink rate and lower BEP.
Although the T

(
R

(D)
k

)
T
(
1− E

(U)
k

)
in (16) can approach

1, the rendering capacity are typically allocated uniformly
without utilizing the user’s attention mechanism in Metaverse
services, which limits the further improvement of QoE. Thus,
in xURLLC, unlike the uniform allocation scheme in URLLC,
we design the personalized attention-aware rendering capacity
allocation scheme as follows.

B. Attention-Aware Rendering Capacity Allocation

There are two steps in the optimal rendering capacity
allocation scheme. We first predict the user-object-attention
values, i.e., Kn,k. Next, we design the optimal rendering
capacity allocation scheme to maximize the MI given with
predicted Kn,k. In the following, we design algorithms for the
two steps, respectively.

1) User-Object-Attention Values Prediction: Because Meta-
verse users have different attention to different virtual objects,
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and labels of objects are available to the MSP, we consider the
virtual objects as observed features of users. The user’s his-
torical attention records to observed features are sparse [44],
because the user has unseen objects. Clearly, we can cluster a
group of objects with semantic relevance into a “topic”. The
“topics” can be regarded as semantic features. For example, in
the UOAL dataset, we have 96 virtual objects such as “mirror”,
“ball”, “box”, and “poster”, the semantic features could be
“toys”, “tools”, etc. Although we cannot divide objects into
independent “topics”, it is reasonable to obtain a matrix that
shows the similarities of each object to all semantic features.
For example, “mirror” and “box” have high similarity to
“tools” and low similarity to “toys”, “ball” is the reverse, and
the similarities of “poster” to both “tools” and “toys” are low,
but might be relatively higher to “toys”. Note that we do not
need to consider the real meaning of semantic features, we
only need to input the number of semantic features. As shown
in Fig. 4, if we can estimate accurately the attention of users
to semantic features, we can obtain the complete user-object-
attention matrix by dot production [44].

Based on the above discussion and motivated by the matrix
factorization method [44], we map Metaverse users and virtual
objects into a joint semantic space that has S features. Then,
the user-object-attention values can be modeled as inner prod-
ucts in the semantic space. Specifically, let NU and NO denote
the number of users and objects in a user-object-attention
matrix A ∈ RNU×NO , respectively. The semantic factor matrix
for users and objects then can be expressed as M ∈ RNU×S

and N ∈ RNO×S , respectively. The set of objects that have
historical attention records with the uth user is denoted by
Au. Similarly, for the ith object, the set of Metaverse users
that have attention records is denoted by Ai. The semantic
feature vectors for the uth user and the ith virtual object are
denoted by mu ∈ RS×1 and ni ∈ RS×1, respectively. Thus,
the element aui in A can be estimated as [44]

âui = mu
Tni. (17)

A weighted regression function-based method was proposed in
[45] to learn the unknown model parameters. Similarly, we can
obtain the predicted element âui by minimizing the following
function:

J=

NU∑
u=1

NO∑
i=1

wui(aui−âui)
2
+λ

(
NU∑
u=1

∥mu∥2+
NO∑
i=1

∥ni∥2
)
,

(18)

where wui is the weight of aui, and λ denotes the regulariza-
tion strength to prevent over-fitting.

To optimize the regression model, i.e., (18), we use the
Alternating Least Square (ALS) method [46]. With respect to
Metaverse user semantic vector mu, minimizing J in (18) is
equivalent to minimizing [45]

Ju = ∥W u (au −Nmu)∥2 + λ∥mu∥2, (19)

where W u is an NO×NO diagonal matrix, where the (ith, ith)
element in W u is wui. To minimize (19), we let the first-order

derivative of Ju be equal to 0, and obtain

∂Ju
∂mu

= 2NTW uNmu − 2NTW uau + 2λmu = 0. (20)

Thus, the corresponding mu can be solved from (20) as

mu =
(
NTW uN + λI

)−1
NTW uau, (21)

where I is the identity matrix. Next, we can fix mu and solve
ni by following the same process.

However, updating semantic vectors constrains the perfor-
mance of ALS. To increase the processing speed for supporting
online prediction, one solution is to optimize parameters at the
element level. By optimizing each coordinate of the semantic
vector while leaving the others fixed [47], the computing speed
can be greatly increased. Let muf and nif denote the fth
element in mu and ni, respectively. With respect to muf , we
obtain the derivative of (19) as

∂Ju
∂muf

=2

(
muf

N∑
i=1

wuin
2
if−

N∑
i=1

(
aui−âfui

)
wuinif+λmuf

)
,

(22)
where âfui denotes the predicted element without the compo-
nent of latent factor f , which means âfui = âui − mufnif .
Letting ∂Ju

∂muf
= 0, we obtain the solution of muf as

muf =

N∑
i=1

(
aui − âfui

)
wuinif

N∑
i=1

wuin2
if + λ

. (23)

Then, nif can be derived by following the same method as

nif =

M∑
u=1

(
aui − âfui

)
wuimuf

M∑
i=1

wuim2
uf + λ

. (24)

The detail is shown in Algorithm 1.

We analyze the complexity of Algorithm 1. If we use
the ALS method with the help of (20) and (21), time
complexity is high because of the Matrix inversion oper-
ation, which can be expressed as O

(
S3
)

[48]. Consider-
ing that updating one semantic vector of Metaverse user
has the complexity of O

(
S3 +NOS

2
)
, we can express the

overall time complexity that updates all parameters once as
O
(
(NO +NU )S

3 +NUNOS
2
)
. Fortunately, by using (23) and

(24), we can avoid the matrix inversion operation and reach the
complexity of O

(
NUNOS

2
)

for one iteration. Furthermore, if
the CBS can pre-compute r̂ui, r̂

f
ui can be obtained with the

complexity of O (1). Thus, the complexity of Algorithm 1 is
further reduced to O (NUNOS), which can support online user-
object-attention predictions. Note that although many more
sophisticated machine learning-based methods can be applied
to obtain potentially more accurate predictions, our method
is simple and fast, and can support achieving QoE close to
the upper limit. Specifically, in Section VI, we show that the
achieved QoE is only 2% lower than that when all user-object-
attention values are perfectly known.
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Algorithm 1 The user-object-attention values prediction algo-
rithm.

Input: The sparse matrix with empty user-object-attention values,
i.e., A, such as shown in Fig. 7, the semantic factor S, regularization
strength λ.

Output: The predicted user-object-attention matrix without empty
elements.

1: Initialize randomly M and N
2: Obtain the set of user-object pairs whose values are non-zero

from A as A
3: for Every (u, i) ∈ A do
4: Calculate (17) to obtain âui

5: while Estimation error is larger than the threshold do
6: ( Update the semantic vector of users )
7: for u = 1, . . . , NU do
8: for f = 1, . . . , S do
9: for i ∈ Au do

10: âf
ui ← âui −mufnif

11: Calculate (23) to obtain muf

12: for i ∈ Au do
13: âf

ui ← âui +mufnif

14: ( Update the semantic vector of objects )
15: for i = 1, . . . , NO do
16: for f = 1, . . . , S do
17: for u ∈ Ai do
18: âf

ui ← âui −mufnif

19: Calculate (24) to obtain nif

20: for u ∈ Ai do
21: âf

ui ← âui +mufnif

22: return M ·N .

2) Optimal Rendering Capacity Allocation: Let P
(R)
k de-

note the total rendering capacity allocated to one virtual
scenario chosen by the kth user. The sum of resolutions set for
each virtual object cannot be larger than P

(R)
k . We then design

the optimal rendering capacity allocation scheme by solving
the maximization problem as follows:

max
P

(R)
1,k ,...,P

(R)
NOk,k

NOk∑
n=1

Kn,k ln

(
P

(R)
n,k

P
(R)
th

)

s.t.

 P
(R)
n,k > P

(R)
th ,∀n,

NOk∑
n=1

P
(R)
n,k ≤ P

(R)
k .

(25)

When one user chooses a Metaverse service, the user-object-
attention values Kn,k can be predicted with the help of
Algorithm 1. Then we derive the optimal rendering capacity
allocation scheme.

Proposition 1. To maximize the MI, the rendering capacity
for each object in Metaverse xURLLC services is allocated as

P
(R)
n,k

∗
= max

{
Kn,k

1

µ∗ , P
(R)
th

}
, (26)

where µ∗ is obtained by solving the following function
NOk∑
n=1

max

{
Kn,k

1

µ∗ , P
(R)
th

}
= P

(R)
k . (27)

Proof: Please refer to Appendix D.
With the help of Proposition 1, we propose the optimal

rendering capacity allocation algorithm as shown in Algorithm

Algorithm 2 The algorithm for allocating the rendering ca-
pacity with the help of predicted user-object-attention values.
Input: The predicted user-object-attention values from Algorithm 1,
Kn,k, and the total rendering capacity, P (R)

k .
Output: The optimal rendering capacity allocation scheme,

P
(R)
1,k , . . . , P

(R)
NOk,k

.
1: Initialize one temporary variable j = 1 and two temporary lists

T1 and T2

2: Start by assuming P
(R)
n,k

∗
= Kn,k

1
µ∗ for all n

3: Calculate µ∗ ←
NOk∑
n=1

Kn,k/P
(R)
k , and then P

(R)
n,k

∗
← Kn,k/µ

∗

for every n

4: while the minimum of P (R)
n,k

∗
< P

(R)
th do

5: Record T1 [j] ← the object number of minimal P (R)
n,k

∗

6: Record T2 [j] ← the user-object-attention value for the
t1 [j]th object

7: Re-calculate µ∗ and P
(R)
n,k

∗
:

8: µ∗ ←

(
NOk∑
n=1

Kn,k −
∑

T2

)
/
(
P

(R)
k − j × P

(R)
th

)
9: P

(R)
n,k

∗
← Kn,k/µ

∗ for every n
10: for temp = 1 : j do
11: Allocate P

(R)
th to the t1 [temp]th object:

12: n← t1 [temp]th, P (R)
n,k

∗
← P

(R)
th

13: j ← j + 1

14: return The optimal rendering capacity allocation scheme
P

(R)
1,k

∗
, . . . , P

(R)
NOk,k

∗
.

2. Since the number of iterations of Algorithm 2 is equal to the
number of objects that are allocated with the minimal render-
ing capacity, i.e., P

(R)
th , Algorithm 2 can converge efficiently

and output the optimal rendering capacity allocation scheme.
Algorithms 1 and 2 form the attention-aware rendering

capacity allocation algorithm. Thus, the InP can make better
use of resources in the wireless MIMO network to provide
Metaverse xURLLC services.

V. QOE ANALYSIS AND CONTRACT SOLUTION

In addition to the personalized attention-aware rendering
power allocation scheme for xURLLC discussed, we have to
derive the expressions for URLLC KPIs, i.e., downlink data
rate and uplink BEP, under the considered wireless MIMO
network to obtain the closed-form MI expression. Then, we
analyze the convexity and discuss the contract solution.

A. URLLC KPIs Analysis

To obtain the analytical expression and investigate the
convexity of MI, we derive the closed-form expressions of
R

(D)
k and P

(U)
k , respectively.

1) Downlink Data Rate: Following the analysis in Section
III-A, we can derive the closed-form expression of data rate
R

(D)
k as follows:

Proposition 2. The data rate R
(D)
k can be expressed as

R
(D)
k =

BkΓ
−1 (MCNQ)

ln (2)Γ(MCMU )
G3,2

3,3

(
Λk

∣∣∣∣1−MCNQ, 0, 1
MCMU , 0, 0

)
,

(28)
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where Bk is the bandwidth allocated to the kth user, G ·,·
·,·(·)

is the Meijer’s G-function [31, eq. (9.301)] and Γ(·) is the
Gamma function [31, eq. (8.310.1)].

Proof: Please refer to Appendix B.
2) Uplink Bit Error Probability: We consider that the

frequency division multiplexing is used in the downlink and
uplink between CBSs and RSs. For the uplinks, let Pp

(U)

denote the co-channel interference, Pk
(U) denote the uplink

transmit power, ζ(U) can be calculated by (3), µk
(U) and µp

(U)

denote the channel coefficients for the kth user’s links and
corresponding interference links, respectively.

The average BEP, E
(U)
k , under a variety of modulation

formats is given by [49]

E
(U)
k =

∫ ∞

0

Γ(τ2, τ1γ)

2Γ(τ2)
f
γ
(U)
k

(γ) dγ, (29)

where f
γ
(U)
k

is the PDF expression of the uplink SIR,

i.e., γ
(U)
k , τ1 and τ2 are modulation-specific parameters

for several modulation and detection scheme combinations,
Γ(τ2, τ1γ)/2Γ(τ2) represents the conditional bit-error prob-
ability, and Γ(·, ·) denotes the upper incomplete Gamma
function [31, eq. (8.350.2)]. When the orthogonal coher-
ent binary frequency-shift keying (BFSK) scheme is used,
we set {τ1 = 0.5, τ2 = 0.5}. When the antipodal coherent
binary phase-shift keying (BPSK) scheme is applied, we
have {τ1 = 1, τ2 = 0.5}. For the orthogonal non-coherent
BFSK scheme, we have {τ1 = 0.5, τ2 = 1}. For the antipo-
dal differentially coherent BPSK (DPSK) scheme, we set
{τ1 = 1, τ2 = 1}.

Proposition 3. The uplink BEP is given by

E
(U)
k =

Γ−1(MUNQ)

2Γ(τ2)Γ(MCMU )
G1,3

4,1

(
Λ
(U)
k

τ1

∣∣∣∣1−MUNQ, 1, 1−τ2
MCMU , 0

)
,

(30)

where

Λk
(U) =

Pp
(U)µp

(U)

MUζ(U)Pk
(U)µk

(U)
. (31)

Proof: Please refer to Appendix C.

B. Convexity Analysis

Considering that Mk appears in the utility functions of
both the MSP and the InP, we study the convexity of Mk

to several resources, i.e., downlink transmit power P
(D)
k ,

downlink bandwidth Bk, uplink transmit power P
(U)
k , and

rendering capacity P
(R)
k , with the help of derived equations

in Propositions 2 and 3. Because Λk in (2) is a function of
P

(D)
k and Λ

(U)
k in (31) is a function of P

(U)
k , we first derive

Lemma 1 that is useful for the analysis of Mk.

Lemma 1. Let x ≜ P
(D)
k , y ≜ P

(U)
k and ∀θ ∈ [0, 1] denote

a real number. Then, we have (Λk (x))
s (−1 < s < 0) and(

Λ
(U)
k (y)

)t
(t > 0) which satisfy the following inequalities:

(Λk (θx1+(1− θ)x2))
s≥θΛs

k (x1)+ (1− θ) Λs
k (x2), (32)

and(
Λ
(U)
k (θy1+(1− θ) y2)

)t
≤θΛt

k (y1)+(1− θ) Λt
k (y2), (33)

respectively.

Proof: Please refer to Appendix E.
Using Lemma 1, we can analyze the convexity of Mk.

Proposition 4. The MI of the kth user, Mk, is linear to the
downlink bandwidth Bk, and concave in the downlink transmit
power P

(D)
k , the uplink transmit power P

(U)
k , and the rendering

capacity P
(R)
k .

Proof: Please refer to Appendix F.
With the expressions for the downlink data rate and the

uplink BEP and the convexity analysis, we can obtain the
closed-form MI expression. Thus, the optimal contract can be
solved numerically.

C. Contract Solution

We first consider the IC constraint. The closed-form ex-
pression of MI can be obtained by substituting (28) and (30)
into (16). The InP’s utility is concave in Θ, since the MI is
concave in the resources as we discussed in Section V-A.For
a given contract {Fs, uM}, with the help of Algorithms 1
and 2, we can use convex optimization tools to obtain the
optimal resource allocation scheme and corresponding Mi.
Accordingly, we substitute the IR constraint with the optimal
amount of resource and simplify the MSP’s maximization
problem. The optimal contract, {Fs

∗, uM
∗}, can be also solved

using the convex method. We show the MI values obtained
under the optimal resource allocation schemes for different
contract designs in Fig. 1 (Part IV). Detailed discussion is
given in Section VI.

VI. NUMERICAL RESULTS

In this section, we first introduce the UOAL dataset [13],
and then present analytical results to illustrate the proposed
Metaverse xURLLC service framework.

A. Metaverse Dataset Preparation

In Metaverse context, we consider a virtual travel scenario,
where the user clearly cannot simultaneously see all objects to
be displayed, e.g., in VR, and the user’s attention is unevenly
distributed among the objects that are seen at the same time.
This process is similar to that the users view a subset of
images. Different users’ attention to different objects contained
in the images is different because of the users’ personal
interest. Therefore, we use the UOAL dataset [13], which
is composed of 1, 000 images, 96 different types of objects,
30 users’ attention values to every object. Specifically, some
examples for object labels and the user-object-attention values
in UOAL are shown in Fig. 5. If we let all users see all
the images in UOAL, we can obtain the ground truth of the
user-object-attention records as shown in Fig. 6, which is not
given in [13]. To simulate a Metaverse xURLLC service, we
generate sparse attention records between users and objects.
All the images are divided into small groups, where each group
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Fig. 5. Some examples for object labels and the user-object-attention values in UOAL [13].

1 2 3 4 5 6 7 8 9
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96

Objects in Metaverse Services

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

M
et

av
er

se
 U

se
rs

The Ground Truth of User-Object-Attention

3

3

3

2

3

2

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

2

3

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

3

2

2

2

2

2

3

3

3

3

2

1

1

1

1

1

1

2

1

1

1

1

1

1

1

2

1

1

2

1

2

1

1

1

1

1

1

1

1

1

2

2

3

3

2

3

2

2

3

2

3

2

2

2

2

2

2

2

2

3

3

2

2

3

3

2

2

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

2

2

3

2

2

2

3

2

2

2

2

2

2

2

2

2

2

2

2

2

3

2

2

3

2

2

2

2

2

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

2

1

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

1

2

2

2

2

1

1

2

2

2

2

2

2

3

3

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

3

2

2

2

2

2

2

2

2

2

2

3

3

3

3

3

3

3

3

3

3

3

3

3

2

3

3

3

3

2

3

3

3

2

2

2

2

2

2

2

2

2

2

1

2

2

2

2

2

2

2

1

2

2

2

2

2

2

1

2

2

2

2

3

3

3

3

3

3

3

3

3

3

3

3

3

3

2

3

2

3

3

3

3

3

3

3

3

3

3

3

3

3

2

3

3

2

3

2

3

3

3

2

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

2

1

1

1

1

1

3

3

3

2

3

2

3

3

3

3

2

3

2

3

3

2

3

3

3

2

3

3

2

2

3

3

2

3

3

3

3

3

3

3

3

3

3

3

3

2

3

2

3

2

3

3

3

2

1

2

3

3

2

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

1

1

1

1

1

2

2

1

2

1

1

1

1

2

1

1

1

1

1

2

1

1

2

1

1

2

1

1

1

1

1

1

2

1

1

1

1

1

1

1

2

1

1

1

1

2

2

1

1

2

1

1

1

1

1

1

1

1

1

1

2

3

3

3

3

3

3

2

3

3

2

3

3

3

3

3

3

3

3

3

3

3

3

3

2

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

2

1

1

1

1

1

1

1

1

1

2

1

1

1

1

1

1

1

2

1

2

2

1

1

1

1

1

1

1

1

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

2

3

3

3

3

3

3

3

2

3

3

3

2

3

2

3

2

3

3

3

2

2

3

3

3

3

3

3

2

3

3

3

3

2

3

3

3

3

3

3

3

2

3

3

3

3

2

2

1

2

1

2

2

2

1

2

2

1

2

1

2

1

2

1

2

1

2

3

1

2

2

1

2

2

2

2

2

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

2

1

1

1

1

1

2

3

3

3

3

3

3

3

3

3

3

3

3

3

2

3

3

3

3

3

3

3

3

3

2

2

2

2

2

2

1

3

2

2

1

2

2

2

2

2

2

2

2

2

3

2

2

2

2

2

2

2

2

1

2

2

2

3

3

2

3

2

2

2

2

2

2

2

2

2

1

2

2

1

2

2

2

2

2

2

2

2

2

3

2

2

2

2

2

2

3

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

3

2

2

2

1

2

2

1

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

1

1

2

1

2

2

2

1

1

1

2

1

1

1

1

1

1

1

1

1

2

2

1

1

1

2

1

2

1

1

3

3

3

3

2

3

3

3

3

3

3

3

3

3

3

3

3

1

2

1

2

2

1

2

2

1

1

1

2

1

2

2

1

1

2

1

1

2

2

2

1

2

1

2

1

1

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

3

2

2

2

2

2

2

2

3

2

2

2

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

2

3

2

2

3

2

2

3

3

3

3

3

2

2

3

3

2

3

3

3

1

2

3

2

3

2

3

3

3

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

3

3

3

3

3

3

3

3

3

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

2

1

1

2

2

1

2

1

1

1

2

2

1

1

2

1

1

2

1

2

1

3

1

1

2

1

2

1

1

2

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

3

2

3

3

3

3

3

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

2

2

1

2

1

1

1

2

2

1

1

2

1

1

1

2

1

2

1

1

1

1

2

1

1

1

1

1

1

2

3

3

2

2

2

2

2

3

2

2

3

3

3

2

3

2

3

2

2

2

2

3

3

2

2

3

2

2

3

1

3

3

3

2

3

2

2

3

3

3

3

2

3

3

3

3

3

3

3

1

2

3

1

3

3

3

3

3

2

2

2

2

1

3

1

2

3

2

2

1

2

2

3

2

3

2

2

2

1

1

2

2

1

3

2

2

2

2

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

3

3

3

2

2

3

2

2

2

3

3

2

3

3

3

2

3

2

3

3

3

3

3

3

2

3

3

3

2

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

2

1

1

1

1

2

1

2

1

1

1

1

2

1

3

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

2

2

2

2

2

2

1

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

3

2

2

3

3

2

3

3

3

3

2

3

3

3

3

3

3

3

3

3

2

3

3

3

3

3

3

2

3

3

1

2

1

1

2

1

1

1

1

1

1

2

1

1

1

1

1

2

1

1

1

1

2

1

1

2

1

1

2

2

2

1

1

1

1

1

1

2

2

2

1

2

2

2

1

2

1

2

1

2

1

1

2

2

2

2

2

2

1

2

3

3

3

3

3

3

3 1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

2

2

2

2

2

2

3

2

2

2

2

2

2

3

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

1

2

2

2

1

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

2

1

2

2

2

2

2

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

4

4

4

4

4

4

4

4

4

4

4

4

4

5

4

4

4

4

4

4

4

4

4

4

5

4

5

4

4

4

4

4

4

4

4

4

4

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

4

4

4

4

4

4

4

5

4

4

5

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

5

4

4

5

4

4

4

4

4

4

4

4

4

4

4

4

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

5

4

4

4

4

4

5

4

5

4

4

4

5

5

5

5

4

4

4

5

5

5

5

4

5

5

4

4

5

5

5

5

4

4

4

4

4

4

4

4

4

4

4

5

5

5

5

5

5

5

5

5

5

4

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

4

5

5

5

5

5

5

5

5

5

5

5

5

4

5

5

4

4

4

4

5

4

5

5

4

4

4

4

4

4

5

4

4

5

4

4

5

4

4

5

5

4

4

4

5

4

4

4

4

5

4

4

4

4

4

4

5

5

4

4

4

4

4

4

5

4

4

5

4

5

4

5

5

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

4

5

5

5

5

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

4

5

5

5

5

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4 4

4

5

5

4

4

5

5

4

5

5

5

5

5

4

5

4

4

4

5

5

5

4

4

4

4

5

4

5

5

5

4

4

4

4

4

4

4

4

4

4

4

4

4

5

5

5

5

4

5

5

4

5

5

5

5

5

5

5

5

5

5

5

5

5

5

4

5

5

4

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

5

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

4

4

4

4

4

4

4

4

4

4

4

4

4

5

4

4

4

4

4

4

4

4

4

4

4

4

4

4

5

4

5

5

4

4

4

5

4

4

4

4

5

5

5

5

5

5

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

5

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

5

5

5

5

5

5

5

4

4

4

5

5

5

5

4

5

4

5

4

5

4

5

5

5

4

4

5

5

5

5

5

4

5

5

5

4

5

5

4

5

5

5

4

5

5

5

5

5

5

5

5

5

4

5

5

5

5

4

4

4

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

4

5

5

4

4

5

5

5

4

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

5

4

4

4

4

4

5

5

5

5

4

4

4

5

5

5

4

4

4

4

4

4

4

4

5

4

4

5

4

5

5

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

4

5

4

4

4

4

4

4

4

4

5

5

4

4

4

4

4

4

4

4

5

4

5

4

4

4

5

4

4

4

4

4

4

4

5

5

5

4

4

4

4

4

4

5

4

4

4

5

4

4

4

4

5

4

4

4

4

4

5

5

4

5

5

5

4

5

5

5

5

5

4

5

5

5

5

5

5

5

5

4

5

4

5

5

5

5

5

Fig. 6. The ground truth of the user-object-attention records, which is obtained by letting every user see every images in UOAL.

represents one Metaverse virtual scenario option. By letting
users select randomly the options and see a random number
of images, e.g., due to different virtual travel routes in the
Metaverse xURLLC services, we obtain the sparse user-object-
attention records as shown in Fig. 7 that is also the input to
Algorithm 1. The process of using UOAL to obtain the sparse
records is given in Appendix A.

B. Performance Analysis

To answer the three questions we presented in Section I,
we show the performance of the proposed schemes, including
the attention-aware resource allocation scheme, i.e., user-
object-attention values prediction in Algorithm 1 and optimal
rendering capacity allocation in Algorithm 2, and optimal
contract design.

1) The accuracy of the attention-aware user-object-
attention values prediction Algorithm 1 (for Q3): : To show
the accuracy of Algorithm 1, we first randomly generate the
user-object-attention sparse matrix as shown in Fig. 7, where
41.8% of the elements are empty, as the input to Algorithm 1.
Figure 8 shows the user-object-attention prediction error val-
ues, i.e., the absolute values of the difference between the
predicted results and ground truth (Fig. 6). In Fig. 8, we

observe that 67.2% of the prediction error values are 0, 30.7%
of the error values are 1, and only 2.12% of the error values
are 2. If we consider only the values that are unknown in the
input matrix, we can observe that 62.8% of the error values
are 0, 34.1% of the error values are 1, and 3.16% of the error
values are 2. Thus, we conclude that Algorithm 1 can help
to predict the user-object-attention values accurately. In the
following discussion, we show that the predicted values can
be used to achieve QoE is close to the theoretical upper bound.

2) The effectiveness of the optimal rendering capacity allo-
cation Algorithm 2 (for Q3): : Figure 1 (Part III) illustrates
the MI of 30 users under three different allocation schemes,
i.e., random, uniform (conventional URLLC without consid-
ering the attention differences among users), attention-aware
rendering capacity allocation (xURLLC), and the upper-bound
obtained from the ground truth. The resolution (K) is used
as the measure of rendering capacity2. We consider that the
minimal rendering capacity threshold for one virtual object,
i.e., P

(R)
th , is 15 K. The total rendering capacity for the ith

user is NOi × 20 K, where NOi is the number of virtual

2Here we define that 1 K resolution refers to 960 × 480 pixel resolution
[50]. It is suggested that the resolution should be above 12 K to obtain the
ideal-experience [50].
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Fig. 7. The sparse user-object-attention records obtained by randomly selecting the virtual scenarios options for each user, and randomly reserving the images
as the freely-selected travel path for each user.
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Fig. 8. The prediction error of user-object-attention values for all objects.

objects. We consider that the MSP has the sparse user-object-
attention values matrix, i.e., Fig. 7. The Metaverse scenario
options are then selected randomly by users according to Al-
gorithm 3, and then different resource allocation schemes are
used. Specifically, the random and uniform rendering capacity
allocation scheme distribute the rendering capacity randomly
and uniformly, respectively, while ensuring that each object is
assigned with the minimum threshold P

(R)
th . For the attention-

aware scheme, the MSP predicts the user-object-attention
values with the help of Algorithm 1 to obtain Kn,k. Thus, the
rendering capacity is allocated with the help of Algorithm 2.
The upper-bound is obtained with the help of ground truth
user-object-attention values and Algorithm 2. From Fig. 1
(Part III), we can observe that the xURLLC attention-aware
rendering capacity allocation scheme can achieve a maximum
of 25.5%, a minimum of 6.26% and an average of 20.1%
MI improvement compared to the URLLC uniform rendering
capacity allocation scheme. Moreover, the theoretical upper-
bound has only a 2% QoE improvement compared to the
attention-aware scheme. This verifies the effectiveness of our
proposed optimal rendering capacity allocation Algorithm 2

TABLE II
NETWORK PARAMETERS FOR 3 METAVERSE USERS.

Parameters 1st User 2nd User 3rd User
Number of antennas in

CBS, MC
6

Number of antennas in
RS, MU

3 7

Number of co-channel
interference, NQ

3

Power of interference
links, Pk,p

5 dBW 1 dBW

Channel coefficient of
interference links, µk,p

-3 dB -1 dB -3 dB

Channel coefficient of
data links, µk

-1 dB -2 dB -1 dB

Distance between CBS
and RS, Dk

10 m 6 m 10 m

Path loss exponent, αk 2

3) The superiority of the xURLLC over conventional
URLLC (for Q2 and Q3): : Considering that the QoE expres-
sion contains the objective KPIs, i.e., downlink data rate and
uplink BEP, which are affected by the wireless transmission in
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Fig. 9. Conventional URLLC KPIs in the Meta-Immersion expression, i.e.,
downlink data rate and uplink BEP, for three users versus the downlink and
uplink transmit power, respectively.
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Fig. 10. Meta-Immersion of the 3rd user versus the total rendering capacity,
under three different resource allocation schemes, and the upper-bound
obtained using the ground truth user-object-attention values.

the MIMO network, we consider three Metaverse users with
the parameters that are given in Table II. The analytical results
of downlink data rate and uplink BEP are obtained from (28)
and (30), respectively. Perfect agreement is observed between
analytical results and Monte Carlo simulations, thus validating
our derivations. Furthermore, we can observe the impacts of
different network parameters on users’ wireless connections.
Specifically, Table II shows that the 2nd user is in a better
quality wireless environment than the 1st user. As a result,
compared with the 1st user, the 2nd user has a higher downlink
data rate and a lower uplink BEP under the same transmit
power. Hardware facilities also affect the wireless connections.
The RS serving the 3th user is equipped with the maximum
number of antennas, thus allowing the 3th user to achieve the
best performance. Fortunately, in the MIMO wireless network,
satisfactory URLLC KPIs can always be achieved when the
transmit power is high. However, conventional URLLC that
does not utilize the uneven user attention in novel Metaverse
services to achieve personalized rendering capability allocation
would bring users lower QoE values than xURLLC. To show
this, we focus on the 3rd user in Fig. 1 (Part III). For the
virtual scenario option selected randomly by the 3rd user,
there are NO3 = 56 objects. Figure 10 plots the MI of
the 3rd user versus the total rendering capacity/NO3 under
three different resource allocation schemes and the upper-

Fig. 11. The utility of the InP versus the payment from the MSP to the InP
for unit QoE value, uM , and the fixed payment from the MSP for using the
hardware infrastructures, Fs.

Fig. 12. The utility of the MSP versus the payment from the MSP to the InP
for unit QoE value, uM , and the fixed payment from the MSP for using the
hardware infrastructures, Fs.

bound obtained from the ground truth. An interesting insight
is that the attention-aware scheme brings a higher percentage
of improvement compared to the uniform allocation scheme
when the total resources are constrained, i.e., when the total
rendering capacity is small. This shows that the attention-
aware scheme can improve resource utilization efficiency and
thus bring a better Metaverse experience to users.

4) The effectiveness of the optimal contract design (for Q1):
: We then study the optimal contract design problem in the
Metaverse xURLLC service market. Figs 1 (Part IV), 11 12
depict the MI, utilities of the InP and the MSP versus the
payment from the MSP to the InP for unit QoE value uM

and the fixed payment from the MSP for using the hardware
infrastructures Fs, respectively, with the network parameters
for 3 Metaverse users as shown in Table II, U InP

th = 70,
τ = 0.8, R

(D)
k,max = 42 Mbit/s, R

(D)
k,min = 10 Mbit/s,

E
(U)
k,min = 10−2, E(U)

k,min = 10−8, and the unit prices for rendering
capacity (per K), downlink transmit power (per kW), downlink
bandwidth (per MHz), uplink power (per kW), are denoted by
Θ = {5, 3, 2, 4}. Specifically, Fig. 11 shows the IC constraint.
For a given contract {Fs, uM}, the InP optimizes its utility
function based on the price of various resources and the
contract. An interesting insight is that the optimal resource
allocation scheme that leads to the maximal MI is only related
to uM rather than Fs. The reason is that Fs is an additive
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term in the utility of the InP, (12), which is independent of
MI. However, it is clear that Fs impacts the value of the
InP’s utility function and the IR constraint. From Fig. 11, we
can observe that the increase of both uM and Fs leads to an
increase in utility. Because of the IR constraint, the utility of
the InP must be larger than a threshold, U InP

th , which makes
the contracts with small values of Fs and uM not available.
Thus, the value of Fs cannot be zero. The optimal contract
obtained by maximizing the utility of the MSP under IC and
IR constraints is shown in Fig. 12. We can observe that the
utility of the MSP under the optimal contract decreases as
the U InP

th required by the InP increases. However, the optimal
contract scheme, i.e., the marked point in Fig. 12, can always
achieve the highest utility values for both the InP and the MSP,
compared with other feasible contract schemes. This verifies
the effectiveness of the optimal contract design.

VII. CONCLUSION

To deploy Metaverse xURLLC services in the wireless
MIMO network, we proposed a contract design framework
between the MSP and the InP. The utility of the MSP was
maximized while ensuring the QoE of users, i.e., KPI of the
xURLLC service, and the incentives of the InP. To consider
both the objective KPIs and the subjective feelings of Meta-
verse users, we proposed a novel metric, i.e., MI, to define
formally the QoE for next-generation Internet services such
as Metaverse xURLLC. By analyzing the objective network
performance indicators and subject user attention values, the
closed-form expression of MI was derived. Considering that
the historical user-object-attention records in the Metaverse
service are sparse, we designed the attention-aware rendering
capacity allocation algorithm that can predict the attention
values first and then allocate resources optimally. Using the
UOAL dataset, we verified that the MI can be increased av-
eragely by 20.1% by the xURLLC attention-aware allocation
scheme compared to the conventional URLLC uniform alloca-
tion scheme. We believe that the study about user attention can
help to meet the customized and personalized next-generation
Internet service requirements.

APPENDIX A
DATASET PREPARATION

The algorithm that is used to obtain the sparse records are
given in Algorithm 3 in Python style.

APPENDIX B
PROOF OF PROPOSITION 2

The downlink data rate per Hertz is defined as

R
(B)
k ≜ R

(D)
k /Bk =

∫ ∞

0

log2 (1 + γ) fγk
(γ) dγ. (B-1)

Substituting (1) into (B-1), we can obtain

R
(B)
k =

Λk
MCMU

B(MCMU ,MCNQ)

×
∫ ∞

0

log2(1+x)xMCMU−1

(1+xΛk)
MCMU+MCNQ

dx. (B-2)

Algorithm 3 Generating sparse user-object-attention records
for the kth user in Metaverse xURLLC service.
# G, E, L: grouped images, eye-movement records
# and segmentation labels, all in array format
# a1: random int range [2, 4]
# a2: random float range [0.3, 0.7]

# randomly select a1 groups
G_k, E_k, L_k = selet_data(G, E, L, a1)
# randomly reserve a2 of data
G_k, E_k, L_k = reserve_data(G_k, E_k, L_k, a2)

scores = []
for j in object_list:
# count the frequency of object j
c_j = count_frequency(j, G_k)

# find the positions of j on segmentations
pos_j = numpy.where(L_k==j)

# compute attention score of j
s_j = E_k[pos_j].sum()/c_j

scores.append(s_j)

# split scores into 5 levels
levels = numpy.array_split(scores.sort(), 5)
# map raw values to 5 levels
scores_k = map_level(scores, levels)

With the help of [51, eq. (01.04.07.0003.01)], the logarithmic
function in (B-2) can be re-written as

log2 (1 + x) =
1

2πi

∫
L1

Γ(s+ 1)Γ2 (−s)x−s

Γ(1− s)ln 2
ds, (B-3)

where the integration path of L1 goes from s− i∞ to s+ i∞,
s is a real number, −1 < s < 0 and i =

√
−1. Then, the R

(B)
k

can be expressed as

R
(B)
k =

Λk
MCMU

B(MCMU ,MCNQ)

1

2πi

∫
L1

Γ(s+1)Γ2 (−s)

Γ(1− s)
ICds,

(B-4)
where

IC =

∫ ∞

0

xMCMU−1−s

(1 + xΛk)
MCMU+MCNQ

dx. (B-5)

According to [31, eq. (3.194.3)], the IC can be solved as

IC = Λk
s−MCMU

Γ(MCMU − s) Γ(s+MCNQ)

Γ(MCMU +MCNQ)
. (B-6)

By combining (B-6) and (B-4), we can obtain

R
(B)
k =

1

Γ(MCMU ) Γ(MCNQ)

1

2πi

×
∫
L1

Γ2 (−s) Γ(s+MCNQ) Γ(s+ 1)

Γ−1 (MCMU − s) Γ(1− s)
Λs
kds. (B-7)

With the help of [31, eq. (9.301)] and (B-1), we derive the
closed-form R

(D)
k as (28), which completes the proof.
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APPENDIX C
PROOF OF PROPOSITION 3

Using the definition of Gamma function [31, eq. (8.350)],
we can re-write E

(U)
k as

E
(U)
k =

τ1
τ2

2Γ(τ2)

∫ ∞

0

xτ2−1e−τ1xF
γ
(U)
k

(x) dγ, (C-1)

where F
γ
(U)
k

is the CDF expression for the uplink SIR, γ(U)
k .

We first derive F
γ
(U)
k

. Using the definition of CDF, we have

F
γ
(U)
k

(γ)=

∫ γ

0

f (U)
γk

(x) dx. (C-2)

Replacing MCNQ with MUNQ and substituting (1) into (C-2),
we then solve the integration part with the help of [31, eq.
(3.194)] and obtain

F
γ
(U)
k

(γ)=
Λ
(U)
k

MCMU

B(MCMU ,MUNQ)

γMCMU

MCMU

×2F1

(
MCMU+MUNQ,MCMU ;1+MCMU ;

Λ
(U)
k

−γ

)
,

(C-3)

where 2F1 (·, ·; ·; ·) is the Gauss hypergeometric function [31,
eq. (9.111)]. With the help of [31, 9.113] and [31, 8.331.1],
the CDF can be expressed as

F
γ
(U)
k

(γ)=
1

Γ(MCMU ) Γ(MUNQ)

1

2πi

×
∫
L2

Γ(MUNQ + t) Γ(t)

Γ−1 (MCMU − t) Γ(1 + t)

(
Λ
(U)
k γ

)t
dt, (C-4)

where the integration path of L2 goes from t− i∞ to t+ i∞,
t is a real number, and t > 0. Substituting (C-4) into (C-1),
the BEP can be written as

E
(U)
k =

τ1
τ2Γ−1 (MUNQ)

2Γ(τ2) Γ(MCMU )

1

2πi

×
∫
L2

Γ(MUNQ + t) Γ(t)

Γ−1 (MCMU − t) Γ(1 + t)
Λ
(U)
k

t
IDdt, (C-5)

where
ID=

∫ ∞

0

xt+τ2−1e−τ1xdx. (C-6)

With the help of [31, eq. (3.351.3)] and [31, eq. (8.339.1)],
ID can be solved as

ID=Γ(t+ τ2) τ1
−t−τ2 . (C-7)

Substituting ID into (C-5) and using [31, eq. (9.301)], we can
derive 30 to complete the proof.

APPENDIX D
PROOF OF PROPOSITION 1

The objective function in (25) is convex in the rendering
capacity and the strong duality holds for the convex problem
according to the Slater’s condition [52]. The Lagrangian

associated with problem (25) is given by

FL ≜FL

(
P

(R)
1,k , . . . , P

(R)
NOk,k

, λ1, . . . , λNOk
, µ
)

=−
NOk∑
n=1

Kn,k ln

(
P

(R)
n,k

P
(R)
th

)
−

NOk∑
n=1

λn

(
P

(R)
n,k − P

(R)
th

)
− µ

(
P

(R)
k −

NOk∑
n=1

P
(R)
n,k

)
, (D-1)

where λn (n = 1, . . . , NOk) and µ are the Lagrange multipli-
ers. The Karush–Kuhn–Tucker (KKT) optimality conditions
for the optimal solution is

−Kn,k + P
(R)
n,k (µ− λn) = 0,

P
(R)
n,k − P

(R)
th ≥ 0,

λn ≥ 0,

λn

(
P

(R)
n,k − P

(R)
th

)
= 0,

P
(R)
k −

NOk∑
n=1

P
(R)
n,k = 0,

(D-2)

which leads to

λn = −Kn,k
1

P
(R)
n,k

+ µ. (D-3)

By (D-2) and (D-3), we have two cases for solving optimal
P

(R)
n,k as follows:
Case 1: λn > 0 & P

(R)
n,k = P

(R)
th

By solving (D-3), we have

µ <
−Kn,k

P
(R)
th

. (D-4)

Case 2: λn = 0 & P
(R)
n,k ≥ P

(R)
th

By solving (D-3), we have

P
(R)
n,k = Kn,k

1

µ
≥ P

(R)
th . (D-5)

Therefore, it can be inferred from the above two cases that

P
(R)
n,k

∗
= max

{
Kn,k

1

µ∗ , P
(R)
th

}
, (D-6)

where µ∗ can be obtained by solving
NOk∑
n=1

P
(R)
n,k

∗
=

NOk∑
n=1

max

{
Kn,k

1

µ∗ , P
(R)
th

}
= P

(R)
k . (D-7)

Thus, we complete the proof.

APPENDIX E
PROOF OF LEMMA 1

We study the convexity of (Λk (x))
s (−1 < s < 0) and(

Λk
(U) (y)

)t
(t > 0). By performing the quadratic derivative

to x and y, we obtain

∂2(Λk (x))
s

∂x2
=

(
Ppµp

MUζµk

)s
s (s+ 1)

xs+2
< 0, (E-1)

and

∂2
(
Λ
(U)
k (y)

)t
∂y2

=

(
Ppµp

MUζµk

)t
t (t+ 1)

xt+2
> 0, (E-2)
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respectively.
Thus, (Λk (x))

s is concave and
(
Λk

(U) (y)
)t

is convex. With
the help of the Jensen’s inequality [53], we can derive (32) and
(33) to complete the proof.

APPENDIX F
PROOF OF PROPOSITION 4

We first focus on P
(D)
k . Let x ≜ P

(D)
k and ∀θ ∈ [0, 1] denote

a real number. Using (B-7) in Proposition 2, we have

R
(B)
k (θx1 + (1− θ)x2) =

1

Γ(MCMU ) Γ(MCNQ)

1

2πi

×
∫
L1

Γ2 (−s) Γ(s+MCNQ) Γ(s+ 1)

Γ−1 (MCMU − s) Γ(1− s)

× Λs
k (θx1 + (1− θ)x2) ds. (F-1)

With the help of (32) in Lemma 1, after some mathematical
transformations, we obtain

R
(B)
k (θx1+(1−θ)x2)≥θR

(B)
k (x1)+(1−θ)R

(B)
k (x2).

(F-2)
According to the definition of convex function [52], we con-
clude that R(B)

k is concave in P
(D)
k . Considering the T (·) (15)

function in Mk is the linear-fractional function that preserves
convexity [52], we can derive that Mk is concave in P

(D)
k .

For downlink bandwidth Bk, it is simple to obtain that

∂2Mk
/
∂B2

k
= 0, (F-3)

which means that Mk is linear to Bk.
For uplink transmit power P

(U)
k , let y ≜ P

(U)
k . Using

Proposition 3 and substituting (C-7) into (C-5), we have

E
(U)
k (θy1 + (1− θ) y2) =

Γ−1 (MUNQ)

2Γ(τ2) Γ(MCMU )

1

2πi

×
∫
L

Γ(MUNQ + t) Γ(t) Γ(t+ τ2)

Γ−1 (MCMU − t) Γ(1 + t)

×

(
Λ
(U)
k (θy1 + (1− θ) y2)

τ1

)t

dt. (F-4)

Using (33) in Lemma 1, we have

E
(U)
k (θy1+(1−θ) y2)≤θE

(U)
k (y1)+(1−θ)E

(U)
k (y2).

(F-5)
Thus, E(U)

k is convex to P
(U)
k . BecauseMk is linear to 1−E(U)

k ,
we derive that Mk is concave in P

(U)
k to complete the proof.
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