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Abstract—Recent advances in emerging technologies such as
artificial intelligence and extended reality have pushed the
Metaverse, a virtual, shared space, into reality. In Metaverse,
users can customize virtual avatars to experience a different life.
While impressive, avatar construction requires a lot of data that
manifest users in the physical world from various perspectives,
and wireless sensing data is one of them. For example, machine
learning (ML) and signal processing can help extract information
about user behavior from sensing data, thereby facilitating avatar
behavior construction in the Metaverse. This article presents
a wireless sensing dataset to support the emerging research
on Metaverse avatar construction. Rigorously, the existing data
collection platforms and datasets are analyzed first. On this
basis, we introduce the platform used in this paper, as well
as the data collection method and scenario. We observe that
the collected sensing data, i.e., channel state information (CSI),
suffers from a phase shift problem, which negatively affects the
extraction of user information such as behavior and heartbeat
and further deteriorates the avatar construction. Therefore, we
propose to detect and correct this phase shift by a sliding window
and phase compensation, respectively, and then validate the
proposed scheme with the collected data. Finally, several research
directions related to the avatar construction are given from the
perspective of datasets.

Index Terms—Metaverse avatar construction, wireless sensing,
test platform, dataset

I. INTRODUCTION

With the support of several technologies, e.g., computer
science, artificial intelligence, wireless communications, as
well as human-computer interaction, the Metaverse is con-
structed as a virtual world that would significantly change
people’s lives in the near future [1]. Instead of browsing
information on a screen today, in the Metaverse, various
immersive services will be provided, which stimulate the
user’s senses and make the transmission of information more
efficient. Furthermore, many experiments that are impossible
or challenging to perform in the real world, can now be
carried out in the Metaverse. For instance, with the assistance
of devices such as augmented reality (AR), users can travel
the world at home with friends who are located thousands of
miles away. Therefore, it is believed that Metaverse embodies
people’s longing for the next generation of the Internet or even
beyond.

The most essential feature of Metaverse services is “Human-
Centric” [2]. From one perspective, Metaverse services require
a deeper level of user involvement. With the support of virtual
reality (VR), AR, and tactile Internet, Metaverse hardware
devices can not only engage all of the user’s senses to
offer an immersive experience [1], but also revolutionize how

people interact with one another, and even with objects. In
addition, quality-of-experience (QoE) of users is an important
performance metric in Metaverse service design [2]. Different
from the conventional online services, Metaverse designers
not only need to pay attention to objective indicators such as
latency and bit error rate, but also has to consider holistically
detailed subjective factors of users in the physical world, such
as location, status, behavior, and even psychological factors
and attention. Therefore, any factors that may cause discomfort
to the user needs to be circumvented. For instance, in VR-
based Metaverse services, for tracking the user’s behavior for
virtual avatar synchronization in the Metaverse, non-intrusive
wireless sensing will be a better solution than the wearable
sensors.

Therefore, as one of the driving engines, wireless sensing
should complete a variety of sensing tasks to satisfy the
requirements of the human-centric Metaverse processes. Large
scale services, such as virtual exhibitions, involve tracking of
users’ movements in the real world, and requires sensing tasks
include target detection, activity recognition, and localization.
At a small scale, Metaverse service, such as virtual meeting,
needs to perform user emotion recognition and gesture in-
teraction. Thus, sensing tasks such as behavior recognition,
breathing, and heartbeat detection are vital components. Fortu-
nately, in recent years, the practicality and accuracy of wireless
sensing have increased with the continuous advancement of
machine learning (ML)-based algorithms. Together with well
developed signal processing algorithms, it is becoming highly
feasible to support various Metaverse services with wireless
sensing technology.

To fully achieve the Metaverse vision, one of the remaining
obstacles is that the training of artificial intelligence (AI)
models and the testing of ML algorithms require large amounts
of sensing data, such as channel state information (CSI) data,
which includes amplitude and phase information. Both can
be used to extract information related to users’ behavior
in the physical world. Yet for sensing tasks with different
levels of granularity, a part of the CSI information could be
appropriately selected for processing. For instance, the tasks
that require a high degree of accuracy, such as heartbeat
analysis, the phase information is typically more important
than the amplitude information. To provide a stronger data
support for researches, various platforms [3]–[5] and the
corresponding datasets [6]–[8] have been proposed. However,
the majority of the datasets are gathered via 802.11n protocol
based devices, which has a constrained signal bandwidth and
limited number of antennas, making it challenging to meet the
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Fig. 1: The general framework of using wireless sensing data to support the construction of avatars in virtual conference and
virtual exhibition applications.

diverse research needs. Motivated by this, we propose a novel
method in this paper for obtaining stable CSI data from an
802.11ac-based platform, as well as an open-source dataset,
for avatar construction related researches. The contributions
are summarized as follows:

• We present an application of wireless sensing technology
in the construction of Metaverse avatars. To the best of
our knowledge, this is the first work to propose the idea
of applying wireless sensing to Metaverse services.

• We present a general framework for the construction
of Metaverse avatars by using the wireless sensing data
through examples.

• We conducted real-world experiments and made our
database publicly available [9] Our data, which covers a
larger bandwidth and involves more antennas, can be used
to validate various wireless sensing algorithms related to
avatar construction.

II. WIRELESS SENSING ASSISTED AVATAR CONSTRUCTION

Construction of the Metaverse avatar requires a lot of data
that depicts the users in the physical world at different scales
and dimensions. The ubiquitous wireless signals and related
sensing technologies provide strong support for it. In Fig. 1,
we use virtual conference and virtual exhibition as examples
to illustrate the overall framework of wireless sensing data
supports avatar construction in the Metaverse. Conceretly, the
framework contains three core parts. First, in the physical
world, the smart devices sense each user by transmitting and
receiving wireless signals. Then, the signal processing (SP)
and machine learning (ML) modules process the collected
sensory data to extract various types of information about the
user. Finally, this information is fed to the Metaverse service
provider (MSP), which combines the sensing data with other
types of information, such as that extracted from the image and
sound sensors, to complete the construction and rendering of
the avatar.

A. Virtual conference

The general procedure for using wireless sensing data to
support avatar construction is described above. In fact, dif-
ferent Metaverse services have different sensing preferences.
For example, in a virtual meeting, large-scale activities are
less likely to take place and each user’s range of movement
is restricted, while the body language is relatively rich. Under
such a case, the construction of virtual avatar might require
more fine-grained user information, such as user behaviors and
gestures. Therefore, SP and ML modules need to focus more
on gathering user-specific small-scale features. In addition,
the user’s vital signs, such as breath, heartbeat, and other
subtle physiological characteristics are also essential. These
indicators can be used to analyze the user’s mentality, emotion,
etc., so as to build a more vivid avatar in the Metaverse.

B. Virtual exhibition

Unlike in virtual conferences, users tend to have more
large-scale activities in virtual exhibitions, since they need
to walk around. In this case, the information about the
user’s activity, location, movement direction, speed, etc., is
more important for the virtual avatar construction in the
Metaverse. For instance, the exhibited works seen at various
locations throughout the exhibition are different, making the
avatar’s location is somewhat more significant than the gesture.
Therefore, the SP and ML module should concentrate on the
extraction of large-scale information. In addition, similar to
the virtual meeting case, we believe that the user’s breathing
and heartbeat are also critical, as they can be used to evaluate
the user’s physical state, based on which the MSP can make
personalized notifications for different avatars.

From the above analysis, it is not difficult to see that, first,
wireless signals are ubiquitous in our daily lives, indicating
the data sources are sufficient. Second, wireless signals can
be used to complete various sensing tasks at different scales,
demonstrating the data is valuable. Therefore, from both quan-
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titatively and qualitatively, the sensing data is indispensable for
avatar construction.

III. TESTBEDS AND DATASETS

In this section, we review several existing open-source test
platforms and available datasets.

A. The existing open-source test platforms

There are several experimental platforms that can be used to
collect CSI data. The authors in [3] provide the 802.11n CSI
Tool. By using this tool, CSI can be collected as 30 complex
numbers, each of which holds 8-bit signed real and imaginary
parts. Another tool is called Atheros CSI Tool, which is build
upon the open-source kernel driver of ath9k [4]. However,
neither of these supports the collection of CSI data with a
bandwidth of 80 MHz. Fortunately, the Nexmon CSI extractor
is introduced in [5], enabling per-frame CSI extraction for
up to four spatial streams using up to four receive chains on
modern Broadcom and Cypress Wi-Fi chips with up to 80
MHz bandwidth in both the 2.4 and 5 GHz bands. The tool can
be installed on devices ranging from the low-cost Raspberry
Pi to mobile platforms such as Nexus smartphones, and an
off-the-shelf Wi-Fi access points (AP). Later in [10], Nexmon
is extended to the IEEE 802.11AX protocol based plafrom,
realizing the extraction of CSI with the bandwidth of 160 Mhz.
Additionally, the software-defined radio (SDR) platform can
be utilized to obtain CSI, but the hardware cost is relatively
high.

B. The available datasets

Unlike the natural language processing and computer vision
communities that have large public datasets, there are few
public datasets in the wireless sensing community. The reason
for this is that radio waves are mainly used for communication
in various devices. However, with the advances of wireless
research in recent years, the important role of communication
signals, such as WiFi, in wireless sensing has gradually
been recognized, and a number of datasets are now publicly
available. The authors in [6] propose SignFi to recognize
language gestures using WiFi. In this work, CSI traces are
collected to evaluate SignFi in the lab and home environments.
Specifically, the dataset includes 8,280 gesture instances, 5,520
from the lab and 2,760 from the home, for 276 sign gestures.
Another dataset for gesture recognition is called WiDar 3.0 [7],
which contains CSI measurements collected from three indoor
scenarios, i.e., an empty classroom, a spacious hall, and an
office room. Prior to this work, the authors also present WiDar
1.0/2.0 [8], [11] for passive localization and tracking.

Moreover, as an important requirement in Metaverse ser-
vices, activity recognition has also been widely studied.
In [12], the authors employ Intel 5300 based equipment to
collect CSI data corresponding to 6 activities in an indoor
environment and carried out experiments to analyze the activ-
ity recognition via different ML models. With the same CSI
tool, a dataset named WiAR is presented, which contains CSI
data of sixteen activities operated by ten volunteers in three

indoor environments [13]. In additoin to the above datasets,
authros in [14] provide a dataset collected by using Raspberry
Pi 3B+, Pi 4B, and Asus RT-AC86U routers with the Nexmon
tool. Using the data gathered, the author performs human
activity recognition experiments via a deep neural network.
They discover that the results are better than those of earlier
studies, indicating that the increase in bandwidth could boost
the overall sensing performance. Unfortunately, as far as we
know, this is the only open-source dataset based on Nexmon
so far, and it can only be used for human activity recognition
study. Aside from the datasets listed above, a dataset obtained
via the SDR platform with a wheeled robot is presented
in [15]. This one is mainly used for indoor fingerprinting
localization research.

In Fig. 2, we summarize the platforms and available
datasets, and present pictures of some platforms’ hardware.
From the above discussion and Fig. 2, we can see that most
available datasets are collected with Intel 5300 CSI tool.
Such datasets are limited in terms of bandwidth, quantization
accuracy, etc., thus hindering researchers and practitioners
from conducting more in-depth wireless sensing investigations
to support Metaverse services. To facilitate the design of more
advanced ML as well as signal processing algorithms for
human sensing in the physical world, it is imperative to creat
an open-source dataset based on the latest platforms.

IV. DATA COLLECTION, OBSERVATION, AND PROCESSING

This section provides a detailed introduction to the data
collection scenario, hardware, and the collection method. On
this basis, the phase shift problem observed in the collected
data is thoroughly analyzed. Such phase shift would directly
deteriorate the sensing performance of human in the physical
world, thus adversely affecting the avatar construction. There-
fore, we further propose a novel scheme to detect and correct
this shift.

A. Hardware description

Data is collected via the Asus AP equipped with the
Nexmon tool and Broadcom card, which has the structure
shown in Fig 2. The full structure contains two main parts, i.e.,
the Host and the chipsets with the FullMAC architecture. In
the Host, the Linux Kernel sets up the radio and performs data
trading through the direct memory access (DMA) interface. In
the chipset, all 802.11-specific functions are managed. One can
see that chipset includes three parts, which are the radio layer,
D11 Core, and Full MAC.

The bottom layer is the wireless front-end physical interface,
which mainly focuses on the tasks in the RF stage, such
as detecting data packets through correlation and energy
detection, amplifying radio-frequency signals, up and down
conversion, etc. These operations are completed in the base-
band. The second layer is the microcontroller D11 Core, which
executes ucode and also manages time-sensitive tasks such
as channel accessing, frame generation, and acknowledging
and scheduling via a programmable state machine (PSM), a
loop that never ends. The D11 core can communicate with the
upper Full MAC through the first-in-first-out (FIFO) queues
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Fig. 2: A comparison of existing platforms. Here, NTA means the number of transmitting antenna, NRA denotes the number
of receiving antenna.

and read/write operations in the shared memory, while also
access to the lower radio layer in a direct manner. The third
one is the Full MAC layer, which focuses on the controlling
processes connected to frames, like sanity checks and header
replacements. It interacts with the upper layers through various
interfaces, during which the DMA is used to enhance data
transfer; It can directly reach the radio layer and D111 Core.

The CSI extraction process is completely managed by the
D11 Core. Concretely, when the radio layer detects the target
frame, the D11 Core shuts down the receiving circuit and
freezes CSI for collection. Then the collected CSI data is
divided into multiple parts, integrated into the receive header,
and pushed to the Full MAC. There, each of these CSI parts is
received separately and packaged with other parameters, such
as IP and UDP headers, to form a datagram. Finally, Full MAC
reports the datagram data to the host, which is then passed to
the user after being processed by the Wi-Fi module.

B. Data collection

In the physical world, various wireless sensing data shall
be gathered in both active and passive manners to support
wireless sensing research. By doing so, more support for the
Metaverse service provider (MSP), including but not limited
to data mining, modeling, rendering, and refreshing, shall be
ensured. To this end, we establish two transmission links under
the scenario depicted in Fig. 3 to complete the sensing data
collection. During the collection process, the phase difference
among the channels at the receiver is first corrected via the
power splitter. Then, the transmitter (Tx) and receiver (Rx) are
placed as shown in Fig. 3 to send and receive wireless signals,
respectively. Specifically, the data packet rate is 400 Hz, which
is extracted by the Ping, the center frequency of the wireless
signal is 5.8 GHz, and the bandwidth is 80 MHz, including
256 subcarriers. We compared our dataset with existing data
sets from several main aspects such as signal bandwidth.

In this paper, unlike other tests, an antenna of the Rx2 is
connected to the transmitter via a cable to receive the signal,
which is regarded as the reference signal, while the other
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Fig. 3: The real-world scenario for data collection and the
dataset comparison, where “NoS” means the number of sub-
carries.

three antennas are used to obtain multipath signals from free
space. Given that these RF channels share the same processing
procedures, the phase offset introduced by synchronization is
the same for the CSI obtained from four channels. As a result,
using our dataset, the phase error in the CSI corresponding
to the multipath signals can be eliminated entirely by the
conjugate multiplication operation. This configuration enables
more precise analysis of multipath signals from the free space,
such as the absolute ToF and Doppler estimation.

C. Data analysis and processing
Leveraging the device and method presented above, abun-

dant of sensing data is collected. Yet it is observed from the
obtained data that the CSI phase difference between the anten-
nas is unsteady. Such an issue would adversely affect sensing
performance, particularly the sensing taskes that involve CSI
phase, such as human tracking, and finally misleading the
construction of avatars in the Metaverse.

In particular, we find that the CSI phase difference between
the receiving antennas would shift randomly in the time
domain, as shown in Fig. 4, where #7 denotes subcarrier 7,
CtrSbc means the central subcarrier, and d12 represents the
phase difference between antennas 1 and 2. According to our
observations, such shift can be divided into two cases. In the
first case, the phase difference between the receiving antennas
corresponding to the central subcarrier does not change, while
the rest of the subcarriers undergo varying degrees of shift. In
the second case, the phase differences between the receiving
antennas of all subcarriers are shifted. For the specific shift
features, a more in-depth discussion is as follows.

• In the first case, for a given subcarrier, the phase shift
value is a constant. That is, the difference between the
upper and lower boundaries never change with time.
Meanwhile, in the frequency domain, the shift is linearly
related to the frequency of the subcarrier, as the fourth
subfigure shows.

Fig. 4: The shift of CSI phase difference between antennas.

• The phase shift is the same for symmetrical subcarriers
around the center frequency, such as subcarriers 7 and
251.

• The phase difference between some antennas would be-
come chaotic and hard to fix, as shown in Fig. 4, after the
phase difference corresponding to the central subcarrier
is shifted. Fortunately, this does not happen very often.

In response to the above issues, this paper proposes a
straightforward and effective detection and repair scheme,
which contains two steps. First, a sliding window is con-
structed to detect whether the center subcarrier is shifted.
Specifically, we regard the phase at the center of the sliding
window as the point to be detected, and calculate the difference
between the phase at central position and the rest phases
in the sliding window. Then the phase shift is believed to
happen when the difference exceeds the threshold. Once the
shift detected, it is necessary to analyze whether the data can
be used according to the situation. Secondly, if the central
subcarrier does not shift, the sliding window is utilized to
detect whether the other subcarriers undergo shift. Since such
shift of subcarrier with larger frequency is more distinct,
this detection is best done on subcarrier with larger index.
Once identified, proper adjustment is carried out. If the lower
boundary is used as the standard, the adjustment can be
achieved by subtracting the shift value from the phase differ-
ence between the antennas. Otherwise, if the upper boundary is
the standard, the adjustment is achieved by addition. Through
the above steps, the phase shift can be effectively detected and
eliminated, allowing the collected data to be used for more in-
depth studies which relies on the phase or phase difference.

V. CASE STUDY

Based on the original wireless sensing data extracted from
the physical world, a vivid avatar can be constructed from
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the perspective of multiple dimensions and scales in the
Metaverse. However, even with the same dataset, there are
certain subtle differences in the constructed avatars due to the
different models and methodologies used. For example, the
avatars respiratory frequency constructed via the CSI ampli-
tude based model and phase based model may be different.
Therefore, we analyze the estimation accuracy of the two most
important signal parameters for avatar construction, i.e., the
AoA and ToF, rather than directly comparing the construction
performance of avatar before and after phase shift correction.

A. The impact of phase shift

First, in the active sensing mode, the signal parameter
estimation results before and after phase shift correction are
compared and analyzed in Fig. 5. It can be seen from the
AoA-ToF spectrum that the peak corresponding to the signal
deviates from the right position due to the influence of the
phase shift. Taking ToF as an example, in the absence of phase
shift, the ToF estimation error is about 1 ns, which is caused
by signal noise and the value is reasonable. When the phase
shift occurs, such error increases to 5 ns, indicating the shift
has a non-negligible impact on the construction of the avatar.
Fortunately, after the correction, the spectrum demonstrates
that the error is reduced to about 1.5 ns, which is almost the
same as the shift-absent case, verifying the effectiveness of
the proposed method in phase shift detection and correction.

On this basis, we accumulate multiple estimation results
and compared the parameter distribution before and after
correction. It is not difficult to see that the shift drives
the parameter distribution deviates from the normal position,
resulting in severe negative impact in avatar construction. After
correcting the shift, the overall distribution returns to normal,
further validating the effectiveness of our method.

B. Signal parameter estimation accuracy analysis

Finally, we statistically analyze the parameter estimation
errors introduced by the phase shift in both active and passive
modes. As can be seen from Fig. 6, in both active or passive
sensing modes, the shift deteriorates the parameter estimation
accuracy. Specifically, in the active mode, the shift increases
the estimation errors of AoA and ToF with the confidence 0.6
by 1.5 degrees and 2.1 ns, respectively. In passive mode, these
two metrics are 1.1 degrees and 1.3 ns, respectively. Relatively
speaking, the shift has a greater impact on ToF estimation.
Besides that, the curves before and after the shift almost
overlap when the confidence level is below 0.5, while there is
a significant difference between the curves when confidence
level is above 0.5, revealing the estimation error introduced
by shift is large.

VI. FUTURE DIRECTIONS

A. Wireless sensing data enhancement

Metaverse avatar construction involves various wireless
sensing tasks. However, due to the limitations of the experi-
mental platform, the current datasets can support only limited
types of sensing algorithm design. The dataset presented in
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Fig. 5: The effect of phase shift on parameter estimation
from the perspective of AoA-ToF spectrum and parameter
distribution. In the spectrum, the intersection of the red dotted
line is the ground truth, and the intersection of the green dotted
line is the estimation result.
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this paper is collected with the Nexmon platform, which
is better than the Intel 5300 based platform in terms of
signal bandwidth, number of antennas, etc., yet still slightly
behind Software Defined Radio (SDR) and AX-CSI. AX-CSI
supports the 802.11ax protocol, which enables us to obtain
data with a bandwidth up to 160 MHz from 4 × 4 MIMO
communications. Even better, the SDR platform supports user-
specified wireless parameter configuration, which is beneficial
for enhancing sensing performance, such as sensing granular-
ity and coverage. Therefore, more public datasets are needed
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using these platforms, so as to improve the efficiency of avatar
construction, and even the building of the environment around
the avatar in Metaverse.

B. Wearable device data and processing

Since Metaverse is a human centric virtual world and its ser-
vices require a deeper level of user involvement, it is necessary
to promote the collection and sharing of wearable device data
in addition to wireless sensing data. Here, the wearable sensors
include accelerometers, gyroscopes, magnetometers, and so
forth. The reason is that these sensors can record in detail
some subtle parameters of users in the physical world, which
are otherwise difficult to obtain via wireless signal or image,
such as pulse, blood pressure, blood sugar, etc. Meanwhile,
considering the unique characteristics of wearable device data,
it is also essential to develop the corresponding processing
and training models, such as weak signal feature extraction,
signal trend prediction, etc. Through the above combination,
the Metaverse avatar can be built and analyzed at a deeper
level, and many more impressive services can be supported,
such as assessing and predicting the avatar’s attention and
psychological and emotional changes, so as to adjust service
strategies and improve the QoS.

C. Multimodal data processing

In the actual construction process of the Metaverse avatar,
a large amount of cross-modal data is collected through
various methods. Hence, to achieve an efficient fusion, such
technology should comprehensively consider the character-
istics of different kinds of data. Not only that, the fusion
process should not be static, but needs to fully analyze and
consider the Metaverse user’s service needs, preferences, and
situations, and conduct real-time adjustment according to the
resource of the service equipment, including the computing
and transmission ability of the MSP, and the rendering and
refreshing capability of AR devices. This is not only crucial to
the Metaverse avatar, but also important for the construction of
the surrounding environment. Therefore,the fusion technique
is one of the key concerns in the future work.

VII. CONCLUSIONS

In this article, the application of wireless sensing technology
in the construction of Metaverse avatars was discussed, and a
wireless sensing dataset for avatar construction was presented.
First, the existing open-source wireless sensing platforms and
datasets were examined and the corresponding pros and cons
were analyzed from various perspectives. On this basis, our
dataset, collected by the Nexmon platform, was presented,
which can be used for wireless human sensing and then assist
avatar construction. We not only detailed the platform hard-
ware structure, test scenario, and method of data collection,
but more importantly, we analyzed the dataset, focusing on
the phase difference shift between the antennas. Aiming at
this shift, we proposed a correction method and verified it
in the case study with the presented data set. Finally, several
directions of future research were discussed, where wireless
sensing is an indispensable part of the Metaverse construction.
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